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Abstract

This study aims to analyze the growth of technology companies in Brazil in 2002-2013. To do so, we use Gibrat’s law,
otherwise known as the Law of Proportionate Effect (LPE) and the panel data model, which allows us to control
unobservable heterogeneity. However, unlike the previous empirical evidence, this study takes into account the effect of
the recent financial crisis and profitability on business growth. The main results show that in times of crisis, public policies
could a lot some resources available to help some of the smaller, more profitable, and least indebted technology
companies to boost economic growth.
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1. INTRODUCTION

Studies about business growth abound at present. And yet the ample empirical evidence is almost exclusively based on
studies of growth in developed economies. However, the recent financial crisis has spurred interest in emerging countries,
which have grown at faster rates than developing countries. Moreover, the business fabric in emerging countries is
becoming increasingly relevant to international trade and markets. As such, now, more than ever, studying business
growth in these economies is pertinent.

Concretely, Brazil stands out from the pack of emerging countries, fundamentally due to three reasons. First, because it
harbors a wealth of raw materials. Second, because it is home to a nascent middle class whose demand for
manufactured goods is on the rise. And third, because the country has undertaken numerous structural reforms in recent
years that have opened the floodgates to foreign capital and led many foreign companies to set up shop in Brazil (Xia &
Walker, 2015).

The presence of foreign companies in Brazil has boosted competition, which is why this paper analyzes the growth of the
technology sector in the country, keeping in mind that it is a young sector with growth potential where barriers to entry are
lower than in other sectors, all of which are circumstances favorable to business opportunities and drive business
dynamics. The results of this analysis could serve to design economic and social policies for regional development.

This paper analyzes the growth of 91 companies in the Brazilian technology sector in the time period 2002-2013 using
Gibrat’s Law or the Law of Proportionate Effect (LPE). There are two important reasons to study growth using the LPE.
First, because the LPE models growth by making it resemble a known log-normal function, and second, because the
results of an LPE study can be used to design public policy.

The LPE is the most widely used method to empirically analyze firm growth. This law serves to empirically study growth
and add in explanatory variables, which is its main advantage over other growth analysis techniques. Gibrat (1931)
understood growth to be the outcome of a random process of factors internal and external to the company, which varies
as a function of the company’s capacity to leverage investment opportunities. Most striking about his work is his
description of the LPE, expressing that all growth is independent from company size, such that all companies are equally
likely to grow, rejecting the existence of an optimal company size. However, it is this very fact that facilitates the empirical
study of company growth.

The LPE examines this lack of a relationship between growth and company size, revealing which types of companies
grow the most as a function of their size. The results can be useful in adopting the right measures to boost development,
invigorate the company, and create jobs. If a negative relationship is found between growth and size, then public
institutions should design strategies to help smaller companies via subsidies, advising, and low-cost financing.
Nevertheless, if there is a positive relationship, then institutions should encourage large companies to relocate to the
region by offering them more favorable conditions than other regions so that they can become more competitive (Coad,
Segarra & Teruel, 2016; Daunfeldt, Elert & Johansson, 2014; Wagner, 1992).

The results of this study lead us to reject the LPE, given that a negative relationship between growth and firm size was
found, meaning that social and economic development strategies should focus on public policies to promote and develop
small enterprises. Even so, the LPE that we examine here does allow additional variables to be added in order to explore
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other more specific criteria to formulate public policy.

This paper is structured as follows: the second section contains an overview of the growth study in relation to Gibrat’s
Law. The third section presents the methodology used with panel data. The fourth provides the database of technology
companies. The fifth describes the results obtained. Finally, the sixth offers conclusions from the entire work.

2. PRIOR EMPIRICAL EVIDENCE

Ample literature has been published studying growth using Gibrat’s (1931) LPE. We have divided these manifold papers
into three phrases that elucidate how growth studies have evolved over the years. We refer to them as the industrial stage
(1945-1974), the expansion stage (1975-1999), and the value-creation stage (2000-2015). Below are the main features of
the growth studies in each of these stages.

Industrial Stage (1945-1974)

What most defines this stage is that the majority of the samples chosen contain large industrial companies, as can be
seen in Table 1. Most of the research conducted in this stage is focused principally on challenging the validity of the LPE
for different types of companies, especially European and American firms (Hart & Prais, 1956; Hymer & Pashigian, 1959;
Mansfield, 1962; Simon & Bonini, 1958). On the other hand, several papers do not challenge the validity of the law, but
rather offer proposals to mathematically improve the LPE (Aitchison & Brown, 1957; Kalecki, 1945).

In a study to improve the LPE, industrial concentration and sample selection were identified as explanatory factors
underlying the acceptance or rejection of Gibrat’s law. With that said, Hart & Prais (1956) analyzed monopolistic markets
for companies trading in the United Kingdom, accepting the LPE. Also, Simon & Bonini (1958) accepted the LPE in an
examination of the growth of 500 large companies in the United States. Accepting this law signals that all companies are
equally as likely to grow, giving rise to monopolistic market concentration.

On the other hand, sample selection was a driver of robust results from the LPE, mainly due to the difficulty of obtaining
information about firms. This problem made it impossible to carry out the basic hypothesis for any classic regression
model, due to the challenges involved in obtaining a random sample that is truly representative of the target population.
Accordingly, Mansfield (1962) analyzed nearly all North American industrial companies in the time period 1917 to 1957,
rejecting the LPE and detailing that the sample was selected to exclude companies that did not survive the period of
study.

 

 

Expansion Stage (1975-1999)

A wide variety of papers were written during the economic expansion phase in the final quarter of the twentieth century, as
can be seen in Table 2. The reason behind this prolific scientific activity was the significant business growth derived from
industrialization in the United States and in most Western European countries.

 



 

This stage is characterized as a time not only when researchers devised solutions to the problems of the industrial stage,
including issues related to sample selection and methodological constraints (Acs & Audretsch, 1990; Mata, 1994), but
also collected the information necessary to design public policies that foster regional economic and social development
(Wagner, 1992). As such, potential results of the Gibrat's Law contrast can be used to determine which companies,
depending on size, grow the fastest and, therefore, are the greatest drivers of business dynamics and job creation.

Papers in this era tended to analyze firm growth in developed countries, primarily in the United States (Acs & Audretsch,
1990; Dunne, Roberts & Samuelson, 1989; Philips & Kirchhoff, 1989; Sing & Whittington, 1975) and European countries,
like the United Kingdom (Chesher, 1979; Kumar, 1985), Germany (Wagner, 1992), Italy (Santarelli, 1997), Portugal (Mata,
1994) and Greece (Bourlakis, 1990). Most of these works reject the LPE, with the exception of research by Acs &
Audretsch (1990) and Santarelli (1997), which accept the LPE, finding no relationship between firm size and growth.

Value-Creation Stage (2000-2015)

More recently, the empirical papers published in this phase have tended to use panel data and look at the influence of
profitability on growth. Traditionally, papers using LPE contrasts have been written using conventional cross-section data
samples or time series, but the introduction and advent of new techniques (especially panel data econometric models)
have improved estimates in studies conducted to verify the LPE.

Concretely, in this stage, we see the rise of business profitability as a study variable, as shown in Table 3. Accordingly,
Goddard, Molyneux & Wilson (2004) analyzed the influence of profitability on growth via panel data using the Ordinary
Least Squares (OLS) method and the Generalized Method of Moments (GMM). This latter methodology considers and
controls for unobservable heterogeneity and controls the fixed effects of each company throughout the time period
analyzed using error term modeling. Other papers, like those by Jang & Park (2011), and Homma, Tsutsui & Uchida
(2014) use solely the GMM.

 



 

Moreover, in this phase, there is a series of papers analyzing the growth-profitability ratio (Coad, Rao & Tamagni, 2011;
Cowling, 2004; Goodard, Molyneux & Wilson, 2004; Jang & Park, 2011; Lee, 2014; Shezhad, De Haan & Sholtens,
2013). This research analyzes the influence not only of profitability on growth, but also of growth on profitability. A positive
ratio between the two is underpinned by the advantages of the economies of scale that larger companies enjoy and the
importance of earning profits to commit to investment projects. However, management theories hold that there is a
negative ratio between the two variables, due to issues of agency and project selection criteria. Thus, Steffens, Davidsson
& Fitzsimmons (2009) asserted that companies first undertake more profitable projects and later continue to grow with
less profitable projects, prioritizing one objective to the detriment of the other.

Moreover, this phase is characterized by the emergence of papers analyzing firm growth in diverse economic sectors,
principally in developed countries, as can be seen in Table 3. Likewise, Table 3 shows that nearly all of the papers
analyzed mature sectors with little growth potential, such as education (Cowling, 2004), the service sectors (Oliveira &
Fortunato, 2008), hospitality (Jang & Park, 2011), and even the banking sector (Goddard, McKillop & Wilson, 2014).

It is important to note that research in this phase has also begun to analyze technology firm growth in developed
countries, given that the technology sector is young and has a lot of growth potential (Audretsch, Coad & Segarra, 2014;
Botazzi, Dosi Lippi, Pammolli & Riccaboni, 2001; Coad & Rao, 2008, 2011; Pagano & Schivardi, 2003; Santarelli &
Vivarelli, 2002). For that reason, it is interesting to analyze technology company growth in emerging countries, because a
country’s economic growth is closely tied to technological changes (Pagano & Schivardi, 2003) and, moreover, there is a
positive relationship between technology sector growth and job creation (Coad & Rao, 2011).

3. METHODOLOGY

This paper analyzes Brazilian technology company growth with an LPE contrast. Concretely, the influence of company
size and profitability on growth will be contrasted, which are two of the factors paid a great deal of attention in the value-
creation stage in which this paper fits. Moreover, we analyze how the financial crisis has affected the growth of technology
companies and the growth-profitability ratio.

Below are the models and the methodology used to conduct the aforementioned analysis. Consequently, applying the
LPE and the literature described in the preceding review, the following model for firm growth is proposed, expressed as
follows:



(1)

Where CRECit, following Coad et al. (2011), firm growth, has been calculated by taking the difference of the logs of
company size between the two consecutive periods. In this case, firm size, represented by TAMit-1, has been measured
in sales figures, like in the paper by Audretsch, Klomp, Santarelli & Thurik (2004), because this criterion is the most
widely used to contrast the LPE for each of the enterprises i=1,…,91 in each time period t=2003,…,2013. Thus, growth is
explained also as a function of financial profitability, expressed by way of ͉RENT͊_(i,t), in keeping with Goddard et al.'s
(2004) work, and represents the profitability of own resources or financial profitability.

On the other hand, debt (ENDit) has been incorporated as a control variable in keeping with papers published by Oliveira
and Fortunato (2006) and Jang & Park (2011). Concretely, in accordance with Jang & Park (2011), long-term debt is
calculated as the ratio of long-term debt to total assets. Billett, King & Mauer (2007) found empirical evidence for a
negative relationship between the growth rate and the most indebted companies, therefore supporting the idea that
leverage can have a negative influence on growth.

Additionally, this paper contrasts the LPE in the time period 2002-2013, during which time there was a major global
financial crisis. For that reason, aiming to analyze the effect of the financial crisis on the validity of the LPE in the Brazilian
technology sector, a dummy variable for the crisis was included in the basic model, given the value of 1 for the 2009-2013
crisis time period and 0 for all other years, expressed in the following way:

(2)

On the other hand, as has been mentioned before, in the value-creation stage, in recent years, company profitability has
been contrasted with the LPE in Brazil. As such, the choice was made to analyze this effect, including in the base growth
model a variable for profitability conditioned by the crisis, expressed as follows:

(3)

Where the variable RENTCRISIS is the product of the variable profitability multiplied by the crisis dummy variable. This
model can be used to analyze the influence of profitability in the crisis period, checking whether the change in economic
circumstances makes growth dependent on economic and financial factors. By including this variable, we are able to
analyze the effect of the crisis on a young sector with growth potential, like the technology sector.

One aspect of growth studies that has received a good deal of attention is how the methodology has evolved.
Accordingly, the studies analyzed above have drawn on a wide range of different methodologies, such as the least
ordinary squares model with fixed effects, and the GMM, using panel data.

This methodology makes it possible to model the unobservable heterogeneity that exists across different countries by
decomposing the error term into three components, while also making it possible to increase the number of observations
and degrees of freedom in the models and, therefore, the consistency of results.

As such, µi,t is the error term that is decomposed into three pieces, such that , where ŋ i is the part of
the specific error of the individual (unobservable heterogeneity) that reflects those unobservable effects that affect only
company t, ʎt represents those shocks that happen at time t and affect all individuals equally, and vk is a random

disturbance. Likewise, the statistic used to measure the goodness-of-fit for the fixed effects model is coefficient R2.
Moreover, for the fixed effects model and the generalized method of moments, the Wald test expressed through an F was
used, representing the joint significance of the explanatory variables.

In terms of the generalized method of moments, the Arellano & Bond (1991) test provides some information, contrasting
the null hypothesis of auto-correlation of the instruments on the second order, expressed by way of m2. It also represents
the result of the Sargan test which makes it possible to contrast the overidentification of the instruments. As such, in this
case, the instruments used in the GMM are adequate because they are not auto-correlated with each other and are not
overidentified.

4. DATABASE

This paper contrasts the LPE in large technology companies in Brazil. The data were taken from the Exame journal’s
database of 91 companies with activities in the country from 2002 to 2013. The year 2002 was chosen as the first year of
the analysis as this is the year when the stock market crisis hit technology companies, and it is also the year when Brazil
undertook profound structural reforms, such as sectoral liberalization and financial market deregulation, spawning an
entirely new business environment in Brazil and encouraging foreign companies to enter the country, making the market
more competitive.

In this LPE contrast, firm growth is analyzed by way of technology firm size and other control variables like profitability



and debt. Table 4 summarizes how each of the variables used was measured.

Furthermore, Table 5 summarizes the descriptive statistics for the variables of growth, company size, profitability, and
debt. In Panel A of Table 5, it appears that growth for the entire set of technology companies varied by 22.52%, with mean
profitability of 11.01% and a mean debt level of 18.52%. Moreover, Panel B of Table 5 reveals that the set of variables
used are positively correlated with each other with the exception of debt and profitability. Finally, the sample is an
imbalanced panel data set.

 

 

 

 

5. RESULTS

This section introduces the results of the company growth study in the Brazilian technology sector. This study was
conducted using an LPE contrast pursuant to the methodology described above. First, Table 6 summarizes the results of
the model proposed to contrast the LPE estimated with fixed effects and the generalized method of moments.

 



 

The results reveal that the LPE is rejected, because growth is explained negatively and significantly by company size.
This means that the smallest companies are those that grow the most. As such, public institutions should design and
enforce strategies designed to help small enterprises emerge and stimulate their development to boost business
momentum and create jobs (Coad et al., 2016; Daunfeldt et al., 2014; Wagner, 1992).

Moreover, the results of the model show that technology sector company growth is independent from business
profitability. However, debt has a negative and significant influence on the growth of the technology sector as a whole in
the time period analyzed. This means that in the technology sector, which is a young sector, debt does not have the
positive effect desired on the growth of companies, as is the case in more mature sectors.

Looking at the statistics used, in the estimate using the fixed effects method an adequate coefficient was obtained for the

goodness-of-fit test on the model (R2), and the Wald test was applied for the joint significance of the explanatory variables
using the Snedecor F. Similarly, the statistics for the GMM indicate that the instruments used are the right instruments,
because they are not correlated on the second order, as can be seen in the results of the Arellano & Bond (1991) test.
Nor are they overidentified, as seen in the Sargan test.

The timespan during which company growth is analyzed is very long. It encompasses an initial stage of economic
prosperity and a second phase of recession following the subprime mortgage crisis that began in the United States. Table
7 summarizes the results of the effects of the financial crisis on company growth.

 



 

The results show how the financial crisis had a significant and negative effect on the growth of technology companies,
regardless of the sort of estimate used, with the influence of the rest of the explanatory variables remaining constant. As
such, the time period 2009-2013 had a negative influence on the growth of Brazilian technology companies.

Table 8 summarizes the results of the profitability effect on growth, conditioned by the crisis period. The results show use
that a change in the economic circumstances worldwide spurred nuances or features that began to set companies apart
from one another in terms of their growth potential. Such is the concrete case of firm profitability, because the most
profitable companies have better growth potential, which is logical, because a company earning more profit has greater
financial capacity to undertake new investment projects and, therefore, to grow.

 



 

The results in Table 8 show us that in times of financial crisis, the small, most profitable, and least indebted companies in
the technology sector are those companies best able to leverage public policy aid and efforts to breathe life into the
economy and job creation.

In summary, the LPE is rejected because growth is not a random process, and it emerged that size, debt, and the
financial crisis period have a negative and significant influence on firm growth. Even so, it also appears that financial
profitability in a time of crisis is a necessary requirement in the technology sector in order to finance business
opportunities that arise.

6. CONCLUSIONS

This paper analyzed Brazilian technology sector growth using the LPE. First, a review of the empirical literature was
conducted to explore papers that researched business growth using the LPE, because it can have significant implications
for designing regional development policies to invigorate business growth and job creation.

At the moment, the recent financial crisis has sparked interest in studying growth in Brazil. Furthermore, deregulation and
market liberalization in these markets have brought more foreign companies in looking for opportunities in the region. This
has in turn made competition tighter between the companies and in the development of the industrial sector.

As such, in a globalized context marked by mature productive sectors, growth was analyzed in the Brazilian technology



sector, which is considered to be a high growth potential sector, with lower barriers to entry than in other sectors, meaning
that growth will not be affected by aspects such as the age of companies or degree of concentration.

Moreover, it was also found that the evolution of growth has been tied to evolving progress made in the methodology to
study it and in econometric models. Principally, the evolution of methodologies for panel data methods is particularly
striking and, as a result, the fixed effects least ordinary squares method and the generalized method of moments, which
are considered the most suitable for studying growth.

Looking at the results obtained, it is demonstrated that the LPE is rejected, because business growth is explained
negatively and significantly by company size. Moreover, the crisis and firm growth are inversely related to one another.
But the results also show how profitability has a positive and significant influence on growth in times of crisis. This means
that business profitability is an important aspect with respect to business growth when there are obstacles to financing
and the economic scenario is adverse.

The results obtained are useful in designing economic and business policy in order to make more efficient use of
resources to invigorate the business sector and job creation. In this sense, public policies could allot a portion of their
resources to helping the smaller and least-indebted technology companies and, in times of crisis, channel efforts towards
those that are most profitable, because it is these companies that will spur the most growth.
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